Introduction to Bayesian Statistics
PRACTICUM 3
USING WINBUGS TO ESTIMATE A SINGLE PROPORTION

BACKGROUND 
Intra-ventricular hemorrhage (IVH) is a bleeding of the brain which ranges in severity from grade I being the least severe to grade IV being the most severe.  Severe IVH (grade III or IV) often results in death, long term disability, or cognitive delay.  Among very preterm infants, a population with extremely sensitive and immature brains, it is estimated that 20% will have grade III or IV IVH (Stoll 2010) within the first 72 hours of life.  A researcher at OUHSC wants to study the prevalence of severe IVH among the population of OUHSC inborn neonates.  Over a six month period, infants born before 28 weeks of gestation were recruited for a study that involved biomarker monitoring for 72 hours concurrent with cranial ultrasound every 12 hours.  22 neonates were included in the study and the presence (1 if present, 0 otherwise) of severe (grade III or IV) IVH after 72 hours is given below.  
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1. Using WinBUGS, estimate the prevalence of neonate with severe IVH at OUHSC along with a 95% Bayesian credible interval for the following priors.
a. Beta(1,1) which is a diffuse or vague prior.
b. MATCH vague:  For this prior, use the MATCH software we discussed earlier together with any pertinent prior information on the prevalence of premature neonate with severe IVH at OUHSC.  Since we don’t have much info on the variability, let this one represent a prior with a lot of uncertainty.  Write down the distribution you identify from MATCH along with any parameter values.
c.  MATCH strong:  For this prior, use the MATCH software we discussed earlier together with any pertinent prior information on the prevalence of premature neonate with severe IVH at OUHSC.  Let’s assume that the expert you consult to assess this prior had very little uncertainty about its belief of how frequent this condition among premature neonates is at the OUHSC.  In other words, we expect that the distribution which will represent the prior will be quite narrow.  Write down the distribution you identify from MATCH along with any parameter values.



	Prior Distribution (parameters)
	Median Estimate
	95% Credible Interval

	a. Beta (1,1)
	0.2436
	(0.1024, 0.4359)

	b. MATCH Diffuse _
Beta (3.39, 10.34)_________
	
0.2353
	
(0.1125, 0.3845)

	c. MATCH Strong  __
Beta(47.03, 171.84)___
	
0.2155
	
(0.1655, 0.2707)



a.   node	 mean	 sd	 MC error       2.5%	   median	  97.5%	start	sample
	ivh.prop	0.2496	0.08713	9.006E-4	     0.1024	   0.2436	  0.4359	1001	10000


b. node	  mean	 sd	 MC error	   2.5%	median	97.5%	start	sample
 ivh.prop 	 0.2353	0.07058	7.508E-4	  0.1125	0.2306	0.3845	1001	10000


c.  node	 mean	 sd	 MC error	   2.5%	median	97.5%	start	sample
ivh.prop	0.2155	0.02666	2.687E-4	  0.1655	0.2147	0.2707	1001	10000
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Compare the median estimates and credible intervals using the three options for priors in the Table above. 

The median estimates of the informative priors are closer to the 20% prevalence of IVH in this population of neonates.  The strong MATCH prior has very little uncertainty and is exerting a great deal of influence on the posterior estimate. As is expected the credible intervals are narrower for the more informative priors and wider for the more vague priors.

2. Why are they different/ the same?  
The strong priors indicate there is very little uncertainty in our prior belief about the prevalence of IVH.  This in a way does not allow the data to move our posterior belief about the prevalence of IVH as much at the vague priors do.  The vague priors are allowing the data to have a strong influence on the posterior and the posterior estimates are closer to those seen in the data.


3. Which do you suppose would most closely approximates the frequentist estimate and 95% confidence interval? Explain why.

The vague prior would most closely approximate (although not exactly) a frequentist estimate and 95% confidence interval.  This is because the vague prior allows the data to have a strong influence over the posterior estimate.





Suppose a larger study was done later over a 5 year period at OUHSC to estimate the prevalence of severe IVH in a larger cohort of premature neonates. This study enrolled an additional 253 premature neonates, 76 of whom experienced severe IVH.  For convenience, whether or not the premature neonate experienced severe IVH (1 yes, 0 no) is given in the list below.  

4. In light of the work you have already done in 1, describe how you might obtain a prior for this study 
One would use the posterior obtained from the smaller study of 22 subjects as the prior for the new lager study.  The beauty of a Bayesian analysis is that “today’s posterior is tomorrow’s prior”~ Jefferies.  The students have 3 posteriors obtained in part 1 to choose from.  I would probably take the more results from the more vague prior unless we had a lot of confidence in those initial informative priors.


5. Use that prior with WinBUGS to obtain a new estimate of the prevalence of severe IVH among premature neonates along with a 95% credible interval.  For convenience the data are given below.

#data
list(x=c(0,0,0,1,1,0,0,0,1,0,0,1,0,0,1,0,0,0,1,0,0,0,1,0,1,0,0,1,1,0,0,0,0,1,0,1,0,0,1,0,0,0,0,0,0,0,1,0,0,1,0,0,1,0,0,0,0,1,0,0,0,1,0,0,1,0,0,1,1,0,1,0,0,0,1,0,0,1,1,0,0,0,1,0,0,0,1,0,0,0,0,1,0,0,1,0,0,1,0,0,0,1,0,0,1,1,0,0,0,0,1,0,0,0,1,0,0,0,0,1,1,1,0,0,0,1,0,0,1,0,0,1,1,0,0,1,0,0,0,0,1,0,1,0,1,1,0,0,1,0,0,1,0,0,0,0,1,0,0,1,0,0,0,0,0,1,0,1,0,0,0,1,0,0,0,1,0,0,0,0,0,1,0,0,0,0,1,0,0,1,0,0,1,0,1,0,0,1,0,1,0,0,0,1,1,0,0,0,1,0,0,0,0,0,0,1,0,0,0,0,0,0,0,0,0,0,1,1,1,0,0,1,0,1,0,0,1,0,0,1,0,0,0,1,0,0,0,1,0,1,0,0,0))
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So the prior that could be used might bet the Beta (10.33,29.75) distribution…which leads to a posterior (from the larger data set) of
	 node	 mean	 sd	 MC error	   2.5%	median	97.5%	start	sample
               ivh.prop	0.2942	0.02682	2.749E-4	  0.2424	0.2935	0.3485	1001	10000



Re-run the analyses in WinBugs with the 3 priors which you had developed in Table 1. 


	Prior Distribution (parameters)
	Median Estimate
	95% Credible Interval

	a. Beta (1,1)
	0.3007
	(0.2467, 0.3599)

	b. MATCH Diffuse _
Beta (3.39, 10.34)_________
	
0.2963
	
(0.2435, 0.3540)

	c. MATCH Strong  __
Beta(47.03, 171.84)___
	
0.2599
	
(0.2209, 0.3014)



a.   node	 mean	 sd	 MC error	  2.5%	median	97.5%	start	sample

	ivh.prop	0.3015	0.02901	3.088E-4	  0.2467	0.3007	0.3599	1001	10000 
b.  node	 mean	 sd	 MC error	  2.5%	median	97.5%	start	sample

ivh.prop	0.2971	0.02826	2.826E-4	  0.2435	0.2963	0.354	1001	10000 
c.  node	 mean	 sd	 MC error	  2.5%	median	97.5%	start	sample
ivh.prop	0.2603	0.02033	2.046E-4	  0.2209	0.2599	0.3014	1001	10000



6. Do the priors influence the posterior the same way using this larger dataset as it did with the smaller dataset? Why or why not?

The priors will have less influence on the posterior with this larger data set.  It is interesting to note that with the same priors, the 95% confidence intervals are much more narrow that for that of the smaller data set.  This is the result of having more data.  The vague and somewhat informative priors appear to yield similar estimates and intervals indicating the data are domination those priors.  The stronger prior is still having an influence over the data pulling it closer to 20% than the other priors. Exactly how much of this is due to the larger data set and how much is due to the higher prevalence of ivh in the larger data set is unclear.










BONUS!!
As you can see with the larger dataset, the list for the data can get a little cumbersome with large sample sizes.  As was mentioned earlier, there is a nice relationship between the Bernoulli distribution and the Binomial distribution that can streamline the commands we need to enter into WinBUGS as well as the amount of Bernoulli data we must enter when estimating proportions.  (See “Intro to WinBUGS”). See if you can rewrite the model and data commands from question 5 to use a Binomial likelihood.
 [image: ]


7. Use the same prior you specified in question 5 and compute an estimate of the prevalence of severe IVH along with a 95% credible interval.  How do they compare to those obtained in question 5?
          node	 mean	 sd	 MC error	   2.5%	median	97.5%	start	sample
    	ivh.prop	0.2942	0.02682	2.749E-4	  0.2424	0.2935	0.3485	1001	10000


The point estimate and the interval are nearly identical.  There is just some sampling error here, otherwise they are the same.  This is reassuring to get the same results when we are essentially modeling the same data just in a different form.
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model
{

#likelihood

for(i in 1:22)
neonate[i]~dbern(ivh.prop)
}

#prior
ivh.prop~dbeta(alpha,beta)
alpha<-1 #parta
beta<-1

#alpha<-3.39 #partb
#beta<-10.34

#alpha<-47.03 #part ¢
#beta<-171.84

#Data
list(neonate=¢(0,0,0,0,0,1,1,0,0,0,1,0,0,1,0,0,0,0,0,0,1,0))

#Initial Values
list(ivh.prop=.01)
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model
{

#likelihood
y~dbin(ivh.prop,n)

#prior
ivh.prop~dbeta(alpha,beta)

alpha<-10.33
beta<-29.75

#Data
list(n=253,y=76)

#Initial Values
list(ivh.prop=.01 )(
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